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Introduction

Testset 1

●  Legal texts
●  424 sentences

Testset 2

●  History of the region
●  833 sentences

Testset 3

●  Fairy tale
●  1563 sentences
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We used the Helsinki-NLP/opus-mt-ine-ine (BM) model as the base model 
for the experiments. In total, we trained the following 15 models:

● Model N1: BM fine-tuned with the available parallel data  (18,139 sentences).

● Models N2/R2/L2: BM fine-tuned with authentic data and Ladin monolingual data 
back-translated to Italian using N1/R1/L1 respectively.

● Models N3/R3/L3: This iteration extends the training base of N2/R2/L2 by adding 
Italian monolingual data translated into Ladin utilizing N2/R2/L2 respectively.

● Models N4/R4/L4: BM fine-tuned with the same training data as N3/R3/L3 models, 
but with Ladin and Italian monolingual data backtranslated with N3/R3/L3 model.

● Models N5/R5/L5: This iteration extends the training base of N4/R4/L4 by adding 
also the forward-translations as training data.

● Models A1/A2: A1 was trained on the combined training data used to train N4, R4,
and L4. For A2, we additionally included the forward-translations.

Translation Models

In the following table, we report the BLEU scores of the different models on the three 
testsets, in both translation directions: 

Back-translation is a technique to augment the training data for machine translation 
systems by translating monolingual data from the target language back to the source 
language. The resulting synthetic parallel data can then be used to train a translation 
model in the opposite direction. 

In our paper, we analyze how different systems used for back-translation impact the 
models trained for the language pair Ladin-Italian. For this, we use:

● the Helsinki-NLP/opus-mt-ine-ine multilingual neural model, which is fine-tuned 
with the small amount parallel data that is available, which we label N1,

● a rule-based system, R1, which we developed specifically for Ladin-Italian
● and the GPT-3.5 Turbo model, L1, which is a large language model.

All these systems have different strengths and weaknesses. Therefore, they are likely to 
influence the quality of the final models in distinct ways.

The Ladin Language

The Ladin language is a Romance language spoken 
in the nordest part of Italy, in the regions of South 
Tyrol, Trentino and Belluno. It has around 30,000 
native speakers that are spread over 5 valleys with 
each having its own variant of the language, also in 
the written form. In our work, we restrict ourselves to 
the variant of the Val Badia valley.

The main source of monolingual data for Ladin is the weekly newspaper La Usc di 
Ladins from which we extracted 274,665 monolingual sentences for the specific variant 
of Val Badia. There is also a digitised dictionary available which we use as basis for 
developing the rule-based machine translation system. Moreover, the dictionary also 
contains a set of 18k basic parallel sentences. For testing, we collected parallel 
sentences from three different domains. 
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We observed only minimal differences in BLEU scores. However, the following example 
shows that the models behave differently and that characteristic errors persist.

Ladin → Italian

Italian→ Ladin
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